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We consider parallel computing of the Householder QR decomposition on SMP machines. This

decomposition is one of the basic tools in matrix computations and is used in various problems

such as the least square problem and the singular value decomposition of a rectangular matrix.

Since this algorithm consists almost entirely of BLAS routines such as matrix-vector multipli-

cations, the simplest way of parallelization is to parallelize each BLAS routine. Moreover, using

the blocking technique [1], we can use matrix-matrix multiplications, which can be efficiently par-

allelized.

On the other hand, the TSQR algorithm has been proposed in 2007 [2]. Thanks to this algorithm,

coarse-grain parallelization of the QR decomposition for a Tall Skinny matrix has become possible.

Additionally, using the blocking technique, we can apply this algorithm to the QR decomposition

of not necessarily tall skinny matrices [3].

For efficient parallel computing, we need to consider two points at the same time; how to combine

the BLAS-level parallelism and the TSQR algorithm, and how to partition a matrix into blocks.

In our poster, we aim for automatic determination of these two things depending on the target

machine and the size of the target matrix.

In our approach, we first identify parameters to optimize. Next we define an objective function

based on the hierarchical structure of the computation. We show that the optimization problem

can be transformed into the Bellman equation, which can be solved using dynamic programming

[4]. Finally we propose a practical solution based on the performance model.

Performance evaluation on Xeon processor with 8 cores shows that performance of computation

tuned with our approach is about as high as that tuned by hand.
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